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Abstract 

The results of molecular dynamics simulations of displacement cascades indicate that a large fraction of the point defects 
that survive after intracascade annealing may be found in clusters, rather than as individual point defects. In addition, the 
mobility of these small point defect clusters may be relatively high. The impact of these clusters is discussed in the 
framework of a radiation damage model for austenitic stainless steel using the chemical reaction rate theory. Although this 
theory has been broadly applied in models simulating such radiation-induced phenomena as void swelling, irradiation creep, 
and embrittlement, such models have generally not fully accounted for incascade clustering. Many of these models have also 
focused on the assumed steady state behavior and tended to neglect the explicit dose and temperature dependence of the sink 
structure. A previously-developed model has been modified to permit a more extensive investigation of the time (dose) 
dependence of the point defect and extended defect concentrations and of the impact of incascade clustering. A preliminary 
evaluation of the so-called production bias was also carried out with this model. The results indicate that defect behavior is 
complex and that the limiting behavior predicted by simple analytical solutions is frequently not achieved. The comparison 
of the production bias and the conventional dislocation/interstitial bias found that two were comparable if examined 
separately at 500°C, but that the production bias effect was minimized in the presence of a reasonable dislocation/interstitial 
bias. 

1. Introduction 

The chemical reaction rate theory has been extensively 
used in radiation damage models that simulate and predict 
phenomena such as void swelling, irradiation creep and 
radiation-induced hardening or embrittlement [1-6]. Al- 
though the agreement between the predictions of such 
models and experimental data is generally good, their use 
has been somewhat limited by uncertainties in the choice 
of parameters such as point defect formation and migration 
energies, interfacial energies, and even primary defect 
formation parameters. Further, different values for the 
extended defect sink strengths must be used depending on 
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whether point defect absorption is controlled by point 
defect diffusion to the sinks or point defect absorption at 
the sink surface [2]. An additional limitation of many 
models is the assumption of steady state point defect 
concentrations. Such models can not be applied to steels 
for irradiation temperatures much lower than about 250 to 
300°C [5,7,8]. This temperature range is of interest for 
some out-of-core components in current fission reactors, as 
well as for near-term fusion reactors. Moreover, the con- 
ventional rate theory can give results which are not physi- 
cally realistic if applied for temperatures below about 
50°C; calculated sink strengths and point defect concentra- 
tions can be too high unless special precautions are taken. 

The issue of primary defect formation has received 
considerable attention in recent years. Advances in com- 
puting capability have permitted the method of molecular 
dynamics (MD) to be applied to the problem of simulating 
atomic displacement cascades in a much more extensive 
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way [9-16]. Published results for MD simulation energies 
up to 25 keV have provided new information on both the 
number of point defects that survive intracascade anneal- 
ing and the distribution of these defects. Cascade simula- 
tions have been carried out in a broad range of materials 
and the qualitative aspects of primary defect production 
are similar in each case. In addition, as discussed in Refs. 
[12,15], the MD predictions appear to be consistent with 
the limited experimental observations to which they can be 
directly compared. Although impurities and alloying ele- 
ments are likely to alter some of the details observed, this 
generality at least partially justifies the application of the 
MD results from pure metals in radiation damage models 
developed for engineering alloys. 

A typical example of the MD results is provided by ten 
20 keV MD cascade simulations of iron at 100 K. In this 
case, the average number of point defects that escaped 
intracascade annealing was 60 [13,14] or 0.3 times the 
number of defects that would be calculated using the 
standard NRT model [17]. Only about 40% of the intersti- 
tials were in the form of isolated monodefects; 60% were 
contained in clusters that had formed directly within the 
cascade. These clusters contained from 2 to 13 interstitials. 
Although extensive vacancy clustering has been observed 
in similar MD simulations of copper cascades [9,10,12], 
little incascade vacancy clustering has been reported to 
date in iron [11-14] for the simulation times accessible by 
MD. However, a recent reanalysis of high-energy iron 
cascades has found strong evidence of incipient vacancy 
clusters that could easily be formed within a few atomic 
jumps [ 18]. 

A particularly interesting observation was that the inter- 
stitial clusters were quite mobile. The apparent activation 
energy for cluster migration was no more than a few tenths 
of an eV [13,19]. This cluster mobility is particularly 
significant in light of what has been termed the 'produc- 
tion bias' mechanism for driving microstructural evolution 
[20-22]. This mechanism relies on an effective bias which 
is produced when a greater fraction of the radiation-pro- 
duced vacancies than interstitials are in the form of mobile 
monodefects. However, unless the interstitial clusters can 
be removed efficiently from the system, an unrealistically 
high concentration of the clusters would accumulate. A 
high cluster mobility would permit the clusters to glide or 
diffuse to sinks. 

In the work discussed here, the impact of the MD 
results is explored using a previously developed model of 
microstructural evolution [4]; a brief summary of the model 
will be given below. After reviewing the basic behavior of 
the model and demonstrating its agreement with a range of 
data, the impact of several modifications will be described. 
These include: relaxation of the assumption of steady-state 
point defect concentrations in order to explore a broader 
range of irradiation temperatures, the impact of incascade 
interstitial clustering on the dose and temperature depen- 
dence of the model's predictions, and a preliminary evalua- 

tion of the 'production bias' v i s a  vis the conventional 
dislocation bias as a mechanism for driving microstructural 
evolution. 

2. Description of model employed 

2. I. Initial model development 

The basic model employed in this work was developed 
to investigate the effects of fast neutron irradiation on 
microstructural evolution in anstenitic stainless steels; it is 
described in Ref. [4]. Briefly, this composite model simu- 
lated the evolution of the dislocation structure, cavities 
(helium-stabilized bubbles and voids), and transient va- 
cancy clusters formed by cascade collapse. These vacancy 
clusters are thermally unstable but can still reach an appre- 
ciable density at high dose rates. The dislocation compo- 
nent of the model included both thermal and radiation-in- 
duced mechanisms for dislocation formation and disloca- 
tion recovery. The formation and growth of Frank faulted 
interstitial loops provided the primary source term for the 
dislocation network. The conventional dislocation/intersti- 
tial bias was applied to both the dislocation network and 
the faulted dislocation loops with a higher bias for the 
loops than for line dislocations. The subgrain structure 
observed in cold-worked materials was included as a static 
sink. Simulations of 20% cold worked material were initi- 
ated with a network dislocation density of 3 × 1015 m -2 
and an initial value of 3 × 10 ~2 m -2 was used for solution 
annealed material. 

The time dependence of the extended defects, including 
incascade vacancy clusters was explicitly included in the 
rate equations describing their evolution. Typically, a point 
defect cascade survival efficiency of (i.e, the fraction of 
the NRT displacements) 25 to 33% was used and up to 
60% of the surviving vacancies were assumed to be found 
in the transient incascade clusters. The point defect con- 
centrations and the concentrations of di-, tri-, and tetra-in- 
terstitial clusters were calculated assuming quasi-steady- 
state. Since incascade interstitial clustering was not in- 
cluded in the model, these small interstitial clusters were 
able to form only by essentially classical nucleation. The 
tetra-interstitial was assumed to be the stable nucleus for 
Frank loop formation. 

Using a set of reasonable material parameters for 
austenitic stainless steel [4,23], the predictions of this 
model were shown to be in good agreement with a broad 
range of experimental data. This is illustrated in Figs. 1-3, 
where the predicted swelling, network dislocation density, 
and faulted loop density, respectively, are compared with 
relevant data [4,24-31]. The ability to obtain such agree- 
ment for temperatures from 350 to 700°C and doses up to 
100 dpa indicates the potency of this basic rate theory 
approach and the dislocation/interstitial bias as a mecha- 
nism for promoting the point defect partitioning required 
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Fig. 1. Comparison of predicted swelling at 70 dpa and fast 
reactor swelling data at 60 to 80 dpa [4,24]. 

to obtain net microstructural evolution. The most obvious 
discrepancy between the predictions and the data in Fig. 3 
is the dislocation loop density at the lower temperatures; as 
will be shown below, this is partially due to the assump- 
tion of steady state point defect concentrations. 

One important aspect of the computer code used to 
implement this model was a detailed accounting of the fate 
of all the point defects produced; this is essentially equiva- 
lent to verifying conservation of mass as the simulation 
proceeds. An example of this accounting is shown in Figs. 
4 and 5 which demonstrate the relative importance of  the 
principle vacancy sinks by plotting the fraction of the total 
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Fig. 2. Comparison of predicted network dislocation density and 
fast reactor data at 40 dpa [4,25,26]. 
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Fig. 3. Comparison of predicted maximum faulted loop density 
and low-fluence fast reactor data [4,27-31]. 

vacancies absorbed by each sink. The temperature depen- 
dence of the fractional vacancy absorption at 100 dpa is 
shown in Fig. 4 and the fluence dependence of this same 
parameter is shown in Fig. 5 for a temperature of  450°C. 
Notable in Fig. 4 is the fact that bulk or matrix recombina- 
tion of point defects does not reach an appreciable level 
until low sink strengths are obtained at relatively high 
irradiation temperatures. Although the results shown in 
Figs. 4 and 5 are for 20% cold worked material, similar 
values are observed for solution annealed material. Addi- 
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Fig. 4. Fraction of total vacancies lost to various sinks at 100 dpa, 
20% cold-worked material. 
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Fig. 5. Fraction of total vacancies lost to various sinks at 450°C, 
20% cold-worked material. 

tional details on the development and predictions of this 
model can be found in Ref. [23]. 

2.2. Modifications to model." Relaxation of  the steady state 
assumption 
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Fig. 6. Comparison of low-fluence fast reactor data [27-31] and 
predicted maximum faulted loop density with time dependent 
point defect concentrations. 

cally evaluate the applicability of the steady state assump- 
tion for low to intermediate irradiation temperatures. For 
example, the calculated vacancy and interstitial concentra- 
tions are shown in Fig. 7a and b for temperatures of 325 

The first modification to the model was recasting the 
rate equations to eliminate the assumption of steady state 
point defect concentrations. This simply involved the ex- 
plicit integration of the rate equations describing the popu- 
lation of vacancies, interstitials, and di-, tri-, and tetra-in- 
terstitial (Eqs. (2-6)  from Ref. [4]) along with the rate 
equations describing the extended defects. As expected, 
this had essentially no impact on the predictions of the 
model for temperatures greater than about 400°C. Even at 
350°C, the changes in the calculated void swelling and 
network dislocation density were not significant. The 
swelling was reduced from 0.08% to 0.06% and the dislo- 
cation density increased from 4.3 × 1014 to 4.8 × 1014 

m-2.  
The impact of the steady state point defect assumption 

on the faulted dislocation loop density was somewhat 
greater. Compared to the values obtained with the assump- 
tion of steady state point defect concentrations, the maxi- 
mum loop density at 350°C increased by 2.5 times for 20% 
cold worked material and by a factor of 28 for solution 
annealed material. The maximum loop density predicted 
by the modified model is shown in Fig. 6 along with the 
same data that was plotted in Fig. 3. A comparison of Figs. 
3 and 6 demonstrates that the revised model gives im- 
proved agreement with the microstructural observations. 
The increased loop density is the result of a higher nucle- 
ation rate since the actual interstitial concentration exceeds 
the steady state value for the first 10 dpa. 

In order to further explore the transition region from 
near-steady-state to transient behavior, additional calcula- 
tions were carried out at somewhat lower temperatures. 
The results provide further evidence of the need to criti- 
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Fig. 7. Calculated vacancy (a) and interstitial (b) concentrations 
from the steady state and time-dependent model at 325 and 400°C. 
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and 400°C. Results of steady state and time-dependent 
calculations are compared and the time required to ap- 
proach steady state behavior can be seen to increase from 
~ 1 day at 400°C to ~ 3 years at 325°C. 

The behavior of the point defect concentrations shown 
in Fig. 7 is in one respect different from earlier discussions 
of the point defect transient [5,7,8]. For example, the 
lengthy point defect transient at temperatures below about 
200°C was invoked as an explanation for the much higher 
than expected irradiation creep observed in stainless steel 
at 60°C [5]. In this case, the point defect transient was 
controlled by the time required for vacancies to diffuse to 
sinks and the interstitial concentration was greater than its 
steady state value for a considerable period. This led to 
excessive dislocation climb, and creep, as the dislocations 
absorbed the excess interstitials. 

This can not be the explanation for the behavior shown 
in Fig. 7 since the time for the vacancy concentration to 
reach steady state should be only on the order of 10 to 100 
s at 325 to 350°C [5]. In addition, both the vacancy and 
interstitial concentrations are shown to be decreasing dur- 
ing the transient illustrated in Fig. 7 while for the case 
discussed in Ref. [5] the vacancy concentration was in- 
creasing toward steady state while the interstitial concen- 
tration was decreasing. In the case illustrated by Fig. 7, the 
evolution of the point defect concentrations is controlled 
by microstructural transients. The strong initial transient is 
due to the evolution of the unstable, incascade vacancy 
clusters and their approach to a near steady state condition. 
The recovery of the network dislocation density and the 
build up of the dislocation loop population also contribute 
to this transient. An additional, weaker transient can be 
seen at times longer than 107 s at 400°C as the cavity sink 
strength due to voids begins to be significant. 

Essentially the same microstructural transients give rise 
to the dose dependence of the fractional vacancy absorp- 
tion plotted in Fig. 5. Taken together with the temperature 
dependence shown in Fig. 4, these results illustrate an 
important point. Although conclusions drawn from analyti- 
cal solutions of the rate equations for limiting cases can 
provide useful insight, one should not assume that such 
conclusions are generally applicable. Further, even the 
predictions of somewhat more detailed models that use 
only static sink distributions may be misleading. Mi- 
crostructural evolution and the competition for point de- 
fects is more dynamic than simple models can easily 
capture. 

2.3. Modifications to model: lncascade interstitial cluster- 
ing 

have been observed in iron and up to 15 in copper at 
elevated temperatures [9-14]; however, it captures the 
essence of the observed cluster distributions and should be 
adequate to investigate the importance of the phenomenon. 
These interstitial clusters are still assumed to be sessile for 
this initial study. 

The implementation of this modification involved re- 
ducing the interstitial generation rate by the assumed clus- 
tering fraction and adding the appropriate source terms to 
the rate equations describing the evolution of the small 
interstitial clusters. If fi2,, fi3c,, and fill are the fraction of 
interstitials found in clusters of size 2, 3, and 4, respec- 
tively, and Jlc~ = (fiecj +fi l l  +fi4,; the corrected interstitial 
generation rate (G~) and the new cluster generation rates 
(G{) are given by the following equations: 

G, = c,,,,~ • ~ .  ( l  - f ,~ , )  + c,_,c, ( l )  

f,~, 
G / = O d v a ' ~ . - - ;  y = 2 , 3 , 4  (2) 

3 

where Gdp a is the NRT atomic displacement rate and r/ is 
the average cascade survival efficiency, taken here as 0.33. 
The Gi_ic I term in Eq. (2) accounts for the thermal emis- 
sion of interstitials from di- and tri-interstitial clusters as in 
Ref. [4]. 

The need for an internal accounting algorithm to verify 
conservation of mass in models such as these was men- 
tioned above. An additional check should also be per- 
formed to verify that differential point defect partitioning 
does not occur in the absence of a biased reaction between 
either type of point defect and any sink. The zero bias 
calculation is accomplished by setting all the defect cap- 
ture efficiencies in the model to 1.0, and verifying that no 
microstructural changes occur, and that DvC v = OiC i at 
steady state. This latter equality is actually Dv(C ,. - Cv) = 

DiC i at temperatures where the thermal equilibrium va- 
cancy concentration, C e, is significant. Any deviation from 
this equality implies that there is some effective bias 
operating, either due to an error in the model or the 
oversight of some driving force for no point defect parti- 
tioning. For example, a higher-than-equilibrium gas pres- 
sure in the small helium bubbles that are a component of 
the cavity swelling model inhibits vacancy emission from 
the bubbles. This leads to their absorbing a net vacancy 
flux with the effect that DvC ,, < D i C  i in the absence of 
any other bias. Since one of the effects of incascade 
interstitial clustering has been referred to as a production 
bias, the revised model was carefully checked to verify 
that no spurious bias effect was present. 

A second modification of the model involved the addi- 
tion of incascade interstitial clustering. For simplicity, only 
di-, tri-, and tetra-interstitial clusters were assumed to form 
by this mechanism. This is in conflict with the MD 
cascade simulations in which clusters up to a size of 13 

3. Impact of incascade interstitial clustering 

Although a number of cases and parametric variations 
have been investigated, the results presented here will 
focus on the temperatures of 350 and 500°C. The former 
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temperature is in the regime where microstructural tran- 
sients are more significant and the latter is representative 
of the high swelling regime in austenitic stainless steel. For 
ease of interpretation, results will be shown only for the 
variation of fi21 . The results obtained for nonzero fi3~l and 
f 4  are qualitatively similar. No attempt was made to 
adjust the predictions of the model to fit the data shown 
above; model parameters other than those specifically 
mentioned remained as reported previously [4]. The same 
fast reactor or fusion relevant displacement rate of 10.6 
dpa / s  was used, but results are presented as a function of 
irradiation time rather than dose. 

Since the formation of interstitial clusters directly within 
the cascade provides an easy nucleation path, the primary 
impact of a nonzero fi21 was expected to be an increase in 
the density of faulted dislocation loops. This effect is 
demonstrated in Fig. 8a and b for the temperatures of 350 
and 500°C, respectively. Even the very small value of 
fi2cl = 10 -5 has a dramatic impact on the loop density. 
Higher values of j'~2cl quickly lead to loop densities and 
sink strengths that are much higher than is physically 
reasonable, e.g. loop densities greater than 10 24 m -3. 
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Fig. 8. Influence of the di-interstitial clustering fraction (fi-gcl) on 
the faulted loop number density at 350 (a) and 500°C (b). 
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Fig. 9. Influence of the di-interstitial clustering fraction (f,~l) on 
the network dislocation density at 350°C. 

Indeed, this was one initial criticism of the production bias 
when it was proposed. In the absence of some mechanism 
to remove these small loops, they completely dominate the 
material response. The possibility of easy 1-dimensional 
loop glide as described by Trinkaus et at. [22] is generally 
consistent with the interstitial cluster mobilities observed 
in MD simulations [12-14,19] and provides a plausible 
solution to this problem. The impact of interstitial cluster 
mobility is being investigated by a number of researchers; 
detailed modeling requires the development of a self-con- 
sistent set of sink strengths to permit both 1-dimensional 
and 3-dimensional diffusion in the same model [22,32]. 

The sharp drop in the loop density for the higher values 
of fi2cl at 350°C in Fig. 8a was puzzling, particularly when 
it was compared with the network dislocation density 
shown in Fig. 9. The initial increase in the dislocation 
network for ./12cl > 0 is to be expected since the faulted 
loops provide a source of line dislocations as they grow 
and unfault [4,23]. The unexpected loss of the loop source 
term was accompanied by accelerated recovery of the 
dislocation network. This behavior can be explained in 
reference to the somewhat complicated Fig. 10 which plots 
the ratio JR = D v C v / D i C  i and the sink strengths as a 
function of time for fi21 = 0.01. For reasons that will be 
discussed below, the values of JR / I . 25  and J R / I . 5  are 
also plotted. The time scale of Fig. 10 has been expanded 
by an additional order of magnitude to show that a second 
phase of dislocation loop formation occurs beyond 10 s s. 

As mentioned above, if there were no biased interac- 
tions in an irradiated material, DvC v would equal D i C  i at  

steady state and JR = 1.0. Neglecting thermal emission of 
vacancies, if JR < 1.0 then a neutral sink will receive an 
excess of interstitials while if JR > 1.0 a neutral sink will 
receive an excess of vacancies. Extended defects such as 
vacancy or interstitial clusters can only grow if they 
receive a net flux of the 'right' type of point defect, while 
line dislocations can evolve by climb with a net flux of 
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Fig. 10. Time dependent behavior of the point detect flux ratio 
and sink strengths at 350°C for a di-interstitial clustering fraction 
(f,2 I) of 0.01. Sink strengths have been multiplied by 10 -16 to 

place them on the same scale as the point defect flux ratio. 

either type of point defect. A nonsaturable, but essentially 
neutral sink such as a grain boundary can act as a buffer 
for the rest of the system. 

The conventional system bias attributed to dislocations 
is a result of dislocations having a greater capture effi- 
ciency for interstitials than for vacancies [33]. In the 
following discussion, the term dislocation bias can be 
thought of as the ratio of the interstitial to vacancy capture 
efficiency. A network dislocation/interstitial bias of 25% 
and a faulted loop/interstitial bias of 50% was used in 
these calculations [4,23,34]. Thus, the ratios JR / I . 25  and 
JR/I+5 reflect the net flux of either vacancies or intersti- 
tials to these biased sinks, depending on whether the 
appropriate ratio is less than or greater than 1.0. Initially 
JR/l'5 < 1.0 and the loop nuclei grow by absorbing ex- 
cess interstitials. At about 4 × 105 s, JR/1.5 - 1.0 and a 
near stationary loop population is obtained. However, JR 
continues to increase and the loops are annihilated by an 
excess vacancy flux. The loop density falls to a very low 
value in spite of the fact that di-interstitials are being 
formed continuously within the cascades. 

The increase in the vacancy flux at 4 × 105 s arises 
from the evolution of the incascade vacancy clusters. Until 
the vacancy cluster population approaches its (temporary) 
steady state value and vacancy emission from the clusters 
begins to compensate for the vacancies lost to these clus- 
ters within the cascades, the vacancy flux is suppressed. 
This is essentially equivalent to a vacancy 'production 
bias' and the vacancy cluster sink strength has been in- 
creased by the absence of the interstitials which are tied up 
in the incascade interstitial clusters. At a slightly earlier 
time the dislocation network begins to recover by vacancy 
absorption since JR / I . 25  > 1.0. The loss of dislocation 
and dislocation loop sink strength from the system permits 
JR to slightly increase, leading to a further increase m the 
vacancy cluster population to a new, and still temporary 

'steady state.' The excess vacancy flux is able to be 
maintained because of the incascade interstitial clustering. 

Finally, at about 5 × 107 s the cavity sink strength 
begins to influence the results when void swelling begins 
as helium-stabilized bubbles convert to voids [4,35,36]. 
Vacancy absorption by the voids modifies the point defect 
partitioning and JR begins to decrease. This leads to a 
reduction in the vacancy cluster sink strength and disloca- 
tion loop growth is once again possible. The increasing 
loop population leads in turn to an increase in the network 
dislocation density. Similar results are seen at 500°C but 
the influence of incascade vacancy clusters is much re- 
duced at the higher temperature. Although details of the 
time dependence of the point defect concentrations and 
sink structure shown in Fig. 10 are certainly dependent on 
the specific parameters used, this discussion serves to 
illustrate the possible complexity of microstructural evolu- 
tion. The evolution of all the sinks is coupled by their 
competition for the available point defects. 

Since the influence of incascade interstitial clustering 
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Fig. 1 I. Dependence of the effective vacancy supersaturation on 
the dislocation/interstitial bias (Zi" = Zi I) and di-interstitial clus- 
tering fraction at doses of 0.1 and 1 dpa. In part (a), the disloca- 
tion bias is set to zero in the fi~ curves while in (b) Z~ n = 1.25 and 
Zi l=  1.50 in the fill curves. 
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can also give rise to an effective bias, it is interesting to 
compare the relative magnitude of this bias with the 
dislocation/interstitial bias. One way to make such a 
comparison is to evaluate their individual impact on the 
effective vacancy supersaturation, S, during irradiation, 
where: 

DvC v - DiC i 
S = (3) 

DvC~ 

If there is no net system bias, then S = 1.0. The critical 
cavity size for void formation is a strong function of S 
[4,35,36], so it provides a measure of the swelling suscepti- 
bility of a material under a given irradiation condition. 

Fig. 1 la  and b show the effect of both the dislocation 
bias and the di-interstitial clustering fraction (or production 
bias) on the effective vacancy supersaturation at 500°C at 
two doses, 0.1 and 1.0 dpa. The solid curves in both parts 
of the figure were calculated with a varying network 
dislocation/interstitial bias (Zi n) equal to the faulted 
loop/interstitial bias (Zi ~) and the di-interstitial clustering 
fraction set to zero. In Fig. 1 la  the dashed curves were 
calculated for various values fizL and both dislocation/in- 
terstitial biases set to zero (Zi n = Z~ = 1.0) while in Fig. 
l lb the dashed curves reflect variations f~21 with the 
dislocation/interstitial biases set to their nominal values 
(Zi n = 1.25 and Zi I = 1.5). 

There is no reason a priori to expect the effect of a 
given Zi n and Z~ j to correspond to that of any particular 
value of fill, the range of 0 to 0.5 was chosen since it is 
consistent with the physically reasonable values for the 
parameters. Fig. l la  demonstrates that S =  1.0 in the 
absence of any bias; this is a restatement of the require- 
ment mentioned above that Dv(C v - C e) = DiC i. The ef- 
fect of both bias mechanisms is seen to lead to higher 
values of S. The magnitude of the effect is comparable for 
either mechanism with the production bias increasing more 
strongly at the higher dose. 
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Fig. ]2. Influence of the di-interstitial clustering fraction (fi21) on 
the predicted swelling at 500°C, curves for fi2c = 0.01 and 0.1 are 
nearly identical, 

A more realistic comparison is shown in Fig. l l b  
where the effect of incascade clustering is evaluated as an 
addition to, rather than in lieu of the dislocation/intersti- 
tial bias. In this case higher values of fizcl actually decrease 
S until the value of fi2cl exceeds about 0.25. This is 
reflected in the calculated swelling values shown in Fig. 
12. Increased values fi~l or production bias lead to reduced 
swelling. This arises from the higher total dislocation 
density which reduces both C v and C i, leading to a lower 
value of S, and a longer swelling incubation time. The 
experimentally observed swelling is consistent with the 
value calculated without any incascade interstitial cluster- 
ing [4]. 

4. Discussion and summary 

A previously developed microstructural model has been 
modified to reflect recent insights on primary defect for- 
mation obtained from molecular dynamics cascade simula- 
tions and to explore the impact of the commonly used 
approximation of steady state point defect concentrations. 
Elimination of the steady state assumption has been shown 
to somewhat improve the agreement between the predic- 
tions of the model and low temperature irradiation data. 
The model was also used to demonstrate the importance of 
microstmctural transients as they influence the point defect 
concentrations. By tracking the fate of the radiation-in- 
duced point defects, the relative importance of the different 
microstmctural sinks was shown to be a function of both 
irradiation temperature and dose. The overall result of 
these observations is to suggest that the simple, limiting 
cases which permit analytical solutions for the rate equa- 
tions may rarely occur in practice. An interpretation of 
experimental results which is based on such simple models 
may be suspect. 

The potentially significant role of incascade interstitial 
clustering has been highlighted by the complex time-de- 
pendence of the point defect concentrations and sink struc- 
ture. In the absence of a mechanism to remove these 
clusters, the microstmcture would be rapidly dominated by 
interstitial loops. Weidersich has investigated incascade 
clustering using a different mathematical approach than 
that followed here [37]. His results also highlighted the 
important effect that these clusters can have on the point 
defect concentrations. Although it is expected that some of 
the effects discussed above would be minimized by permit- 
ting the interstitial clusters and small loops to glide to 
sinks, the primary conclusion should hold. That is, mi- 
crostructural evolution is a complex phenomenon, with the 
point defect concentrations providing the coupling for the 
various sinks to influence one another. 

Finally, a limited comparison of the conventional dislo- 
cation bias and a primitive version of the so-called produc- 
tion bias on a common basis suggests that the importance 
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of the latter may have been overestimated in the case of 
engineering alloys. When a reasonable value of the dislo- 
cation/interstitial bias was included in the analysis, the 
addition of incascade clustering tended to reduce the pre- 
dicted swelling at 500°C to values well below that ob- 
served experimentally. It is not simple to predict what the 
additional effect would be if the interstitial clusters were 
glissile as in the current version of the production bias. 
Mobility would reduce the sink strength contribution from 
the clusters and, considering only this factor, should in- 
crease S and reduce the swelling incubation time for 
.{i~ > 0 in Fig. 12. However, the effect will depend on the 
details of how the mobile clusters move and interact with 
the other sinks and each other. Different behavior should 
be expected for simple l-dimensional diffusion, 1-dimen- 
sional diffusion with trapping and a change of the glide 
plane, or 3-dimensional diffusion [22]. Similarly, an elastic 
interaction could lead to preferential absorption of the 
clusters by dislocations or trapping could reduce the effec- 
tive cluster mobility. 

There is some conflict between the success of the 
kinetic models that have not included incascade interstitial 
clustering and the high interstitial clustering fractions that 
are predicted by the MD cascade simulations. These ki- 
netic models have been able to successfully fit a broad 
range of data from irradiation experiments. Since the MD 
results suggest that relevant physics is being neglected, the 
models must be accounting for this in some other manner. 
For example, an effective interstitial migration energy of 
0.85 eV was required in Ref. [4] to obtain agreement 
between the faulted loop density data and the model 
predictions. This high value was initially attributed to 
trapping [4], but it may have been acting as a surrogate for 
incascade interstitial clustering. Another explanation is the 
mobility of the interstitial clusters. As stated above, if 
these clusters are produced to any significant degree, they 
must be mobile to prevent a physically unreasonable sink 
strength from developing. However, even if the MD simu- 
lations adequately represent cluster mobility in pure met- 
als, it is reasonable to suspect that trapping by impurities 
or solutes could reduce their mobility in alloys. Further, 
their preferential loss to sinks other than cavities may be 
required to obtain reasonable swelling rates. In this case, 
their impact becomes more analogous to the conventional 
dislocation/interstitial bias and may be accounted for by 
an 'effective' bias which either over or underestimates the 
actual elastic interaction. 

Because the evidence of the MD simulations is so 
compelling, additional work with the present model is 
planned in order to include mobile interstitial clusters to 
obtain a more complete evaluation of the production bias. 
Similar work is underway with the ferritic steel embrittle- 
merit model described in Refs. [6,7,38]. However, it is 
worth noting that an effective system bias can arise in 
many ways. For example, a model developed to investigate 
radiation damage in ceramic oxides demonstrated that a 

bias existed (i.e. S > 0) if one of the point defect proper- 
ties such as the vacancy migration energy had different 
values on the two sublattices [39]. This bias was present 
even if there were no differences in sink capture efficien- 
cies. Void swelling, like other types of microstructural 
evolution, requires the net partitioning of vacancies and 
interstitials between the various extended defects; whether 
they arrive singly or in clusters may be less significant. It 
is not primarily the way in which primary damage occurs, 
but the way in which the point defects are absorbed which 
gives rise to microstructural evolution. In this sense, the 
dislocation/interstitial bias, the production bias, and other 
possible mechanisms can all be thought of as contributing 
to a point defect survival bias. 
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